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ABSTRACT

The buckling capacity of thin cylindrical shells subject to uniform external pressure is investigated in this paper. Thin cylindrical shells are known to be highly sensitive to geometric and material imperfections such as wall thickness variation, non-circularity and random geometric imperfections. The effect of imperfection on the buckling load is studied using finite element (FE) models and laboratory experiments. Imperfection measurements are taken on small scale steel cans and these measurements are modelled and analysed using a geometrically non-linear static finite element analysis. The cans are then tested in the laboratory and the results compared with those predicted by the FE models and theory.
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NOMENCLATURE

E Young’s Modulus.
Pc Critical buckling pressure.
l Length of shell.
n Number of circumferential buckling waves.
r Shell radius.
t Shell thickness.
µ Poisson’s Ratio.

INTRODUCTION

Thin-walled cylindrical tanks common in the food and biotechnology sectors are prone to buckling collapse due to accidentally induced internal vacuum. Steam, used for sterilisation, can condense, and in turn, can cause the rapid development of this mode of failure. Such a collapse, if it occurs, tends to be catastrophic resulting in the complete destruction of the vessel. Notwithstanding that the basis of this type of failure is under-
stood and can generally be averted, it is still a regular occurrence, often due to the inadvertent closure of a safety release valve during sterilisation.

Buckling load calculations are seen to be one of the most challenging of analysis problems and since the beginning of the twentieth century, much research has been published in this area [1–5]. Early experimental studies showed that cylindrical shells subjected to uniform external pressure collapse at loads significantly lower than those predicted by classical buckling theory. Shell buckling has been found to occur at loads between 10% and 80% of the theoretical buckling load. Figure 1 represents values for the experimental buckling pressure $P$, divided by the theoretical buckling pressure $P_{cr}$, versus the radius/thickness ratio.

Since the buckling load is dependent on the geometry of the shell, most importantly the $L/r$ (length to radius) and $t/r$ (thickness to radius) ratios, it is widely accepted that these discrepancies are due to the highly sensitive nature of the shells to geometric and material imperfections [6]. Geometric imperfections such as out-of-roundness, wall thickness variation and random geometric imperfections, as well as material imperfections such as anisotropy, all greatly reduce the buckling capacity of shells. Some studies have investigated the effect of geometric imperfections on buckling capacity either experimentally [7–9] or numerically [10, 11] but few have compared experimental results to a nonlinear Finite Element (FE) analysis which includes the geometric imperfections [12, 13].

An Initial Imperfection Data Bank [3] was set up in the 1980s containing results of several imperfection surveys of shells. Researchers could contribute their own data or use the data in numerical analysis with the aim of improving design standards. This led to several studies on the effect of initial imperfection on buckling capacity including analysis on shells subjected to axial loading [15–17]. Studies on other geometric imperfections have also been carried out such as variation in shell thickness investigated by Aghajari et al. [5], the effect of presence of a dent in addition to initial imperfection on the buckling capacity carried out by W. Guggenburger [18] and Park and Kyriakides [19], and the influence of welds on buckling capacity examined by J.G. Teng [20].

Sophisticated methods of nonlinear analysis that allow the user to include for these imperfections exist for this type of problem but the difficulty of accurate buckling load prediction persists. This study focuses on the effect of manufacturing-induced geometric imperfections on the buckling of thin cylindrical shells under uniform vacuum. The geometric imperfections of small-scale steel cans are measured and subsequently modelled in FE. These cans are then tested in the laboratory with the results compared to those predicted by the FE analysis.

**BUCKLING THEORY**

Buckling is one of the most complex structural analysis problems and buckling loads remain difficult to accurately predict. A combination of axial loads and external pressure is typical in machine design, ship building or tanks used in chemical engineering. If a cylinder is loaded with a uniform hydrostatic pressure such as this, a bifurcation point will be reached where the net external pressure on the vessel exceeds a critical pressure, $P_c$. At this point, sudden or ‘snap-through’ radial buckling will occur. There are a number of approaches to obtain values for $P_c$: the most frequently used being the equilibrium method. The equilibrium method is based on the observation that at a critical load, a deformed state of a shell exists that is assumed to be close to its initial unbuckled state of equilibrium. Thus the appearance of a possible bifurcation in the solution corresponds to the critical load. This criterion for determining critical loads can be used to obtain the governing differential equations of the shell buckling analysis [21]. This method may be employed when an axial load is present in addition to external lateral pressure, as in this case. Von Mises [4] solved this for a cylindrical shell with closed end subjected to the action of a uniform hydrostatic pressure obtaining the following expression:

$$P_c = \frac{Et}{r} \left( \frac{1}{n^2 + \left(\frac{n^2}{\pi r^2}\right)^2} \right) \left( \frac{1}{(n^2(\frac{l}{2}\pi r^2) + 1)^2} + \frac{r^2}{12(1-\nu^2)r^2} \left( n^2 + \left(\frac{\pi r^2}{T}\right)^2 \right) \right)$$

As can be seen from Eqn. (1), the critical buckling pressure is primarily dependent on the vessel geometry, and in particular, the $t/r$ ratio. It is also directly proportional to the Young’s Modulus of the material. The critical pressure is also dependent on...
the number of circumferential half-waves, \( n \), formed during the buckling process, with a minimum buckling pressure occurring at a specific value of \( n \). \( n \) is dependent on vessel geometry, and can be taken from the chart in Fig. 2 developed by D.F. Windenburg and C. Trilling [22]. It is evident from the chart that the number of circumferential waves which form as the shell buckles increases as the length and thickness of the shell decrease. The value of \( n \) may also be calculated as the value which gives a minimum for \( P_c \).

IMPERFECTION MEASUREMENT

To model real geometric imperfections precisely and accurately, measurements of 39 small-scale steel cans were recorded using a custom-built rig. The can walls were cut from rolled steel, welded together with a seam and the ends added on with a method of folding. They contain imperfections typical of those caused inadvertently by the manufacturing process and so are suitable for this study. The cans were centred and secured on a base plate which rotated 360°, and four dial gauges, accurate to ±5 µm, moved vertically on linear actuators. Three of the dial gauges (No. 1, 2 and 3) were positioned at 120° intervals outside the can with the fourth on the interior, directly opposite gauge No. 1. The base plate was rotated at 2.5° intervals, and after each complete rotation of 360°, the sensors moved vertically downwards in increments of 5 mm. This procedure was repeated until the entire surface area of the can had been measured with a total of 5760 measurements per can. In this manner, full geometric information including the thickness variation for each can is produced. Figure 3 shows the measurement rig set-up.

Imperfection in the measurement rig could not be measured a priori. Therefore the measurement redundancy was used to determine the systemic errors in the testing rig. Two sensors would have been adequate to record the surface and thickness imperfections; however the extra sensor readings were used to eliminate these systemic errors from the data. Firstly, the actuators did not move exactly parallel to the can wall distorting the data which was evident on comparison of measurements from different gauges. Also, the positioning of the centre of the can on the base plate produced an error since it was not exactly on the centre of rotation of the base plate. Once these errors were evaluated and quantified numerically, the data was corrected accordingly. Figures 4 to 8 show the surface plots generated in MATLAB for each of the five cans used in testing. These were then used to generate FE models.

The thickness variation around the can was also investigated. This was done using the readings from gauge No. 1 and gauge No. 4. Since the gauges were directly opposed, the thickness variation could be evaluated as the difference in readings at each point. Figure 9 shows this for Can 17. A regression analysis was carried out on the thickness variation and it was found to vary quadratically with the thinnest region near the position of the weld, and the thickest region directly opposite this at 180°. The thickness variation between the maximum and minimum points was found to be about 10 µm. This variation was modelled in the FE analysis.

NUMERICAL ANALYSIS

In order to determine the buckling pressure of these imperfect shells, finite element analysis is carried out using the corrected data from the imperfection measurements. The general-purpose finite element analysis system Strand7 is used. The model mesh was set up with approximately one node for each reading taken on the can. Rectangular 9-noded quadrilateral shell elements based on Kirchoff’s plate theory were used with 6 de-
degrees of freedom at each node: 3 translational and 3 rotational. These 9-noded quadrilateral shell elements were chosen for their accuracy in representing the geometry of the shell. Each side is a quadratic curve in XYZ-space (like a parabola) defined by the three points on that side. This makes it a suitable element for representing curvature. Translation in the axial (Z) direction was prevented by restraining the nodes at the bottom of the can where the can wall meets the base at z = 0 and R = r. In addition, translation of one of these nodes was restrained in the X and Y direction and in another node in just the Y direction to ensure no rigid body movement.

Tensile tests were carried out on several samples of material from previously collapsed cans to establish the tensile strength of the material. The Young’s Modulus was found to be 205 GPa. This is assumed constant over the temperature range of the experiment. Dimensions of the can are modelled based on measurements taken shown in Tab. 1. These values represent nominal dimensions for a perfect shell. The longitudinal welded seam on the can was modelled using a three-node beam element with 6 degrees of freedom at each node: 3 translational and 3 rotational. This element can be used to define quadratic geometry and is suited for large rotations and large displacement nonlinear analysis. The material properties of the weld are similar to those of the can wall. The width of the beam is found to be 0.4mm. The thickness of the seam is found to be twice the thickness of the can wall, 0.44mm. The FE model is shown in Fig. 10. Plates were modelled with a thickness variation as shown in Fig. 9 also based on the measured data.

FE models replicating the real cans were thus generated and geometrically non-linear analyses were carried out to determine
the buckling pressures. The nonlinear analysis uses the Arc Length Method. In this method, the load is applied incrementally and the arc length method searches along the equilibrium path, allowing movement forward up to a specified amount that is a balance of load and displacement in the increment.

EXPERIMENTAL ANALYSIS

To validate the FE analysis, five of the measured cans were tested in the laboratory. Each can in the whole collection was assigned a number in the range 1-39. The cans to be tested were chosen at random from the collection and were numbered 12, 17, 24, 28 and 35. Dimensions are given in Tab. 1. The experimental set-up is as shown in Fig. 11. The cans were simply supported with closed ends. Steam at 100°C flowed in one end pushing out cooler air through an outlet pipe at the other end. At each end was a valve and when the can had been filled with steam and the cooler air emptied, the valves were closed. The cans were allowed cool under normal atmospheric conditions. Upon cooling, the steam inside the vessel condensed, creating a uniform vacuum (negative pressure), causing buckling and ultimately the complete collapse of the vessel. Pressure is recorded throughout the experiment using a pressure sensor located inside the can as well as one outside recording ambient pressure. The experimental collapse pressure given in Tab. 2 is calculated as the difference between the two recorded measurements.

RESULTS

Table 2 contains the theoretical results from the Von Mises formula for the buckling of a perfect cylinder subjected to uniform external pressure. The numerical and experimental values for critical pressure for each of the five cans are also presented here. The number of circumferential waves, \( n \), predicted by both analytical and numerical analyses is 8 for each of the cans. In the experiments, six circumferential waves are clearly visible. Figure 12 displays the buckled shape predicted by the FE model. Figure 13 shows the deformed shape of the can after testing. Figure 14 shows the force-displacement curve for all cans. The displacement shown in this graph is the radial displacement of the node where the greatest deformation occurs.

DISCUSSION

On comparing the buckling pressures attained by experiment with those predicted by the FE analysis (see Tab. 2), good correlation is shown. For three of the cans, buckling pressures are within 7% and for the other two, around 12%. These results are consistent with those found in the literature. Aghajari et al. [5] presented an error of 7-13% between numerical and experimental results, Frano and Forasassi [13] achieved results within 10-15% and Reid et al. [12] presented results with a discrepancy of about 10%. The numerical analysis overestimates the experimental collapse pressure for each can. This is also consistent with previous research [5, 12, 13]. Discrepancies of up to 17% exist between...
value of \( n = 6 \) noted in the experiments. One explanation for this could be that the can in the experiments buckled elastically with initial shape of \( n = 8 \) but this deformation was not visible to the human eye. On entering postbuckling, this was reduced to \( n = 6 \). This occurrence was described by Hornung and Saal [23] and Guggenburger [18] but has not yet been fully explained. Capturing the buckling process on high-resolution camera may lead to confirmation of this.

CONCLUSION

An experimental and numerical analysis of the buckling of cylindrical shells under a uniform external loading is presented. Geometric imperfections based on measured data of five cans were modelled in a nonlinear finite element analysis. Buckling collapse experiments were carried out in the laboratory and the results compared. The study shows that the numerical analysis of the buckling process predicted by the FE model closely follows the experimental behaviour. Despite the structural complexity of the buckling phenomenon buckling behaviour can be satisfactorily predicted using finite element analyses when nonlinearity of the model is taken into account.
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